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a b s t r a c t 

Critical infrastructure systems (CISs), increasingly suffering from various hazards in re- 

cent decades, are in urgent need of improving their resilience. So far few approaches for 

CISs resilience improvement have recognized that different resilience improvement efforts 

could have synergetic or conflicting correlations between them. There lack systemic ap- 

proaches for transforming resilience improvement requirements into coordinated and im- 

plementable measures. To address this gap, the current study proposes a quality function 

deployment (QFD)-based framework for strengthening the resilience of CISs. The proposed 

framework involves different stages of the CISs lifecycle, and takes into consideration the 

correlations between resilience improvement efforts at these stages. It can transform re- 

silience criteria into system properties, component characteristics, implementation pro- 

cesses and controlling factors successively, which is facilitated with a series of houses of 

quality (HoQs). Using a case study of electric power system, we demonstrated the feasibility 

of the proposed framework with detailed explanations of the design and implementation 

of the first HoQ. The results of the case study showed that the proposed framework could 

identify the trade-offs between resilience improvement efforts at different stages of the CISs 

lifecycle, and take into account their relationships with resilience criteria and the correla- 

tions among them to work out optimized solutions for improved CISs resilience. 

© 2019 Elsevier B.V. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

Critical infrastructure systems (CISs), defined as networks of
manmade facilities for delivering essential goods or services
[1] , have been increasingly suffering from various natural and
manmade hazards, especially in urban regions where the high
density and complexity of CISs significantly increase the risk
of large-scale failures. Further adding to the severity of the
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challenge is the fact that large-impact natural hazards have
become more frequent in the past decade, for which many
researchers argue that global climate change is responsible
[2–6] , and the hazards are causing increasingly more phys-
ical and functional CISs damages and associated economic
losses [7] . For instance, Puerto Rico, among the most severely
impacted regions hit by Hurricane Maria in September 2017,
suffered from a complete power outage and breakdown of wa-
ter supplies and telecommunication [8] , with roughly half of
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he population lacking electric power three months after the 
urricanes [9] . Similarly, Gulf of Mexico and inland Texas had 

ore than 20% of the oil and gas production affected, due 
o the hit of Hurricane Harvey in August 2017 [10] . The clo- 
ure of oil refineries ahead of Hurricane Harvey created a fuel 
hortage that even forced gas stations to shut down due to 
ush lines [11] . Large areas of Texas were still trying to recover 
bout four months after the hurricane [12] . Those disasters 
ave highlighted the urgent needs of disaster risk manage- 
ent in CISs. 
To address the needs, the concept of resilience provides a 

ew perspective. Resilience refers to the ability of a system to 
esist, adapt to and recover from disturbances, emphasizing 
he maintenance of system functionality during the whole 
isaster lifecycle, including particularly the system recovery 
tage. This is based on the notion that under many circum- 
tances transitory functionality losses may be acceptable as 
ong as the recovery is efficient and fast [13] . Resilient CISs are 
elieved to have the ability to reduce their functionality losses 
r recovery time within restraints of resources. Different ways 
re available to improve the resilience of CISs, which focus on 

ifferent stages of the CISs lifecycle. For instance, some prior 
tudies proposed to improve the CISs resilience during the 
lanning and design stages, by measures such as enhancing 
he component redundancy or global connectivity of the 
ISs network [14–16] . Some other studies focused on the 
peration stage, aiming to mitigate the functionality losses 
rom disasters by monitoring and remote control [17–19] . In 

ddition, restoration management approaches have also been 

tudied to reduce the recovery time and cost through optimal 
estoration schedule and resources allocation [20–23] . Al- 
hough focusing on distinct stages of the CISs lifecycle, these 

itigation efforts, however, are not independent on each 

ther, for there are potential correlations, such as synergies,
onflicts and trade-offs, among them [24] . For example, power 
edistribution operations in case of partial grid breakdown 

equire pre-existing connections between substations; if 
ailed facilities are initially designed and constructed in such 

 way that they require fewer efforts to be restored, post- 
isaster restoration process would be less resource-intensive 
nd more efficient. Therefore, improving CISs resilience re- 
uires a systematic approach that takes into account various 
cenarios at different stages of the CISs lifecycle. 

To address this need, this paper aims to propose a qual- 
ty function deployment (QFD)-based framework for improv- 
ng the resilience of CISs. Originated from and widely adopted 

n the manufacturing domain, the QFD method is used to 
ransform the voice of customers into measureable design tar- 
ets and drive them from the assembly level down through 

he sub-assembly, component and production process lev- 
ls [25–28] . It has the potential capability to integrate differ- 
nt stages of the CISs lifecycle and deal with synergies and 

onflicts between these stages [28–30] . The proposed frame- 
ork is designed to identify various resilience criteria for CISs 

esilience, and transform these criteria into actionable system 

equirements to be achieved at different stages of the CISs life- 
ycle. More specifically, the transformation takes place from 

esilience criteria successively into system properties, com- 
onent characteristics, implementation processes, and con- 
rolling parameters. The main contribution of this study is 
o build a novel framework for improving the CISs resilience,
hich integrates various efforts during the whole lifecycle of 
ISs and takes in consideration complex correlations between 

hese efforts. Each transformation step in the framework can 

e used at the corresponding stage of the lifecycle of CISs and 

hus contribute to the enhancement of their overall resilience.
o demonstrate the feasibility of implementing the proposed 

ramework in practice, the first transformation in the frame- 
ork, from resilience criteria into system properties, is ex- 
lained in detail and then implemented in a case study in- 
olving an electric power system. The results of the case study 
nd their practical implications are discussed in the paper. 

. Related work 

.1. Approaches for improving CISs resilience 

arious approaches for improving CISs resilience have been 

roposed in prior studies, which focused on different stages 
f CISs’ lifecycle, including planning, design, operation, and 

ost-disaster restoration. 
For the planning stage, a number of principles, advocated 

o support the resilient CISs planning, are considered funda- 
ental to the resilience of CISs; by strengthening these prin- 

iples the improvement of CISs resilience can be achieved.
or instance, Foster [31] proposed thirty-one planning prin- 
iples for achieving the resilience of a generic system, relat- 
ng to physical, social, economic and environmental aspects.
odschalk [32] adapted these resilience planning principles,
nd applied them to urban hazard mitigation. Similarly, Shar- 
fi and Yamagata [33,34] proposed principles for improving the 
esilience of urban energy systems, and related them to var- 
ous CISs components. Jackson [35] proposed a list of forty 
rinciples, among which fourteen were considered top-level 
rinciples and the others sub-principles [36] . The challenges 
ith these principles, however, include the lack of quantita- 

ive relationships between expected performance of CISs and 

hese principles, and the failure to account for various syner- 
ies, conflicts and trade-offs between different resilience prin- 
iples [34] . 

For the design stage, different reliability- and- risk- man- 
gement methods have been applied to discover all possible 
ays the CISs could fail and identify the critical and vulner- 

ble parts which should be strengthened. These methods in- 
lude, for example, failure modes and effect analysis (FMEA),
ault and event trees, and Bayesian belief networks. FMEA can 

e used to identify various modes of component failure and 

nalyze the effect of failures on system-level functionality 
14,37,38] . The fault and event trees method employs a logic 
iagram to show both how a system failure can be generated 

y component failures and how initial component failures can 

ropagate and result in a system failure [16,39] . Bayesian be- 
ief network considers the failure possibility of each compo- 
ent based on the fault and event trees method [40–42] . All of

he above methods assume that CISs are already designed or 
onstructed, and suggest that reliable components should re- 
lace critical and vulnerable ones. [14] . While the above meth- 
ds have been proven effective in addressing vulnerability is- 
ues in CIS design, they bear two limitations. Firstly, instead of 
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being inherently embedded to enable resilience-oriented sys-
tem design, they can only be applied to assess and adjust sys-
tem designs after they are developed by traditional methods.
Secondly, they mostly focus on vulnerability issues of systems
and thus have ignored other important attributes of resilient
CISs such as their recoverability and adaptability. 

Meanwhile, a number of studies aim to enhance the re-
silience of CISs by improving their operations [17,43] . For in-
stance, Alderson et al. [17] modeled operations of CISs when
they are attacked by disturbances, and proposed a number of
resilience improvement measures that target at system op-
erations. Liu et al. [44] proposed a resilience analysis frame-
work for interdependent CISs, and identified a set of opera-
tion parameters that should be enhanced to improve the CISs
resilience. Ishfaq [45] developed a logistic strategy to improve
the resilience of supply chains, by enhancing the operational
flexibility of the system for responding to transportation dis-
turbances. Similarly, Salmeron et al. [19] developed an elec-
tric power distribution model, which aims to minimize un-
met user demands during grid breakdown by reconfiguring all
operational generators, substations and transmission lines in
the system. While resilience-oriented system operations are
important to disaster risk reduction, Ishfaq [45] pointed out
that they should be considered in connection with the plan-
ning and design of CISs during which most system attributes
are determined. The synergies between the operation stage
and other stages of the CISs lifecycle are yet to be addressed
in the literature. 

In addition, the recoverability of CISs has also been widely
studied in the literature, with focuses on post-disaster restora-
tion plans, scheduling and resources allocation to minimize
restoration time, costs and unmet user demands. For in-
stance, a few studies [20,21] proposed models for optimizing
restoration-task scheduling in electric grids during power out-
age, by minimizing the average time that every grid user is
left without power. Several other studies [22,46] explored the
problem of optimizing the schedule of road recovery tasks,
by maximizing the accessibility of road network. To improve
resource allocation, Yao and Min [47] developed a model for
efficient allocation of repair units to support restoration of
multiple power transmission lines. To prepare and pre-place
restoration resources in electric power system, Wang et al.
[48] proposed a decision-making model to determine the opti-
mal number and location of depots and the optimal number of
repair crews for each depot, by minimizing the transportation
time and cost associated with restoration operation. Despite
these prior studies, one challenge to improve the recoverabil-
ity of CISs that remains to be addressed is that the recover-
ability is highly dependent on various system attributes, such
as topological structure and geographical contexts, which are
determined at earlier stages of the CISs lifecycle. Measures
to account for possible restoration scenarios at these stages
are needed to further enhance the overall resilience of CISs
against potential hazards. 

2.2. Quality function deployment 

Quality function deployment (QFD) is a process and set of
tools used to effectively define customer requirements and
convert them into detailed engineering specifications and
plans to produce the products or projects that fulfill those re-
quirements. It is configured to transform ‘whats’ into ‘hows’,
specifically from customer desires into successively techni-
cal descriptions, component characteristics, process steps and
control factors. It keeps high consistency between various
stakeholders during the transforming process that involves all
stages of product development – planning, design, operation
and control. House of quality (HoQ), as the core construct of
QFD, is a matrix, closed at the top with a triangular “roof” that
illustrates the relationship between technical factors at two
successive stages. It is used to implement the transformation
step between these two stages. In addition, HoQ can also take
into consideration correlations between technical factors at
the same stage to avoid design conflicts and their implemen-
tation difficulty, which ensures high operability of solutions
developed by this method in reality. 

The QFD method has been applied in a range of industries.
Manufacturing is the first industry to adopt QFD, where it has
been widely used to analyze customer needs and transform
them into product attributes [27,29] . Other typical applications
of QFD in the manufacturing industry include production pro-
cess improvement by matching production technologies with
product design [49,50] , material selection by matching product
attributes with correlated material properties [51] , and sup-
ply chain resilience enhancement by analyzing the relation-
ship between resilience capabilities of the supply chain and
resilience enhancement measures [52,53] . 

Service industry also widely adopts QFD as a customer-
oriented quality management tool. For instance, it has been
applied to improve the government service quality or support
policy strategies development, by transforming the expecta-
tions of citizens into specific technical requirements [54,55] .
The quality of transportation service, such as airline [56] ,
railway [57] and highway bus [58] , could also be improved
by using QFD to transform customer needs into technical
requirements. Moreover, QFD has been integrated with other
management theories and techniques, such as fuzzy logic,
Kano model and analytic hierarchy process (AHP), to address
various needs for service quality improvement in different
domains including healthcare [59 –61] , hotel [62 –64] and
education [65 –68] . 

The QFD method has also been adopted by the construc-
tion industry. For instance, it was applied to analyze and coor-
dinate the conflicting demands from various stakeholders so
as to reduce design changes in construction projects [69,70] .
It was also used to integrate end-user demands into the de-
sign of public facilities [71 –73] , and citizen demands into the
planning and investment of infrastructure projects [74,75] . In
addition, QFD was applied to support the selection of design-
build firms in the bidding process [76] , and analyze the ef-
fectiveness of accident prevention measures at construction
sites [77,78] . 

The above applications of QFD are summarized in Table 1 ,
which compares their differences and similitudes. These ap-
plications, especially those related to civil and infrastructure
projects, suggest that this method has significant potential
to be applied to address the aforementioned challenges in
CISs resilience improvement. Specifically, QFD has demon-
strated notable strength in analyzing the demands from vari-
ous stakeholders, transforming these demands into technical
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Table 1 – Comparison of QFD applications in different industries. 

Industry Application domain Whats Hows Stakeholder Correlation 
between ‘hows’ 

Manufacturing • Product planning [27,29] Customer demands Product attributes Multiple Yes 
• Product design [51] Product attributes Design parameters Single Yes 
• Production process [49,50] Design parameters Production technologies Single No 
• Supply chain [52,53] Resilience capabilities Resilience measures Multiple Yes 

Service • Government service [54,55] Citizen expectations Administrative procedures Single No 
• Transportation service [56–58] Passenger demands Facilities and schedules Single No 
• Healthcare service [59–61] Patient needs Facilities and procedures Single No 
• Hotel service [62–64] Customer demands Facilities and standards Single No 
• Education service [65–68] Industry demands Curriculum system Multiple Yes 

Construction • Project design [71–73] End-user demands Design parameters Multiple Yes 
• Stakeholder management [69,70] Stakeholder demands Design parameters Multiple Yes 
• Infrastructure investment [74,75] Citizen demands Investment plans Multiple Yes 
• Project bidding [76] Bidding requirements Firm capabilities Single No 
• Safety and health [77,78] Reduced accidents Protection measures Single No 

Fig. 1 – The proposed QFD-based framework for improving the CIS resilience. 
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arameters, and accounting for the correlations among differ- 
nt parameters. In addition to these benefits, this study will 
lso explore the possibility of using QFD to identify and coor- 
inate the trade-offs between resilience improvement efforts 
t different stages of the CIS lifecycle. By extending QFD to this 
ew application domain, this study aims to provide an alter- 
ative and hopefully better way to improve the resilience of 
ISs. 

. Quality function deployment-based 

ramework 

.1. General process 

he proposed framework aims to transform the conceptually 
xpected performance of CISs in response to hazards (e.g.,
educing the recovery time of power outage) into actionable 
echnical requirements at certain stages of the CISs lifecycle 
e.g., increasing the capacity redundancy of CIS components 
t the design stage, or enhancing the ability of remote sens- 
ng and control at the operation stage). The transformation 
rocesses, as illustrated in Fig. 1 , can be decomposed into four 
teps, from a macroscopic scale to a microcosmic one, and 

pecifically from resilience criteria into system properties, and 

uccessively into component characteristics, implementation 

rocesses, and controlling parameters. Each step transforms 
whats’ into ‘hows’, and the ‘hows’ at the previous step au- 
omatically become ‘whats’ at the next step. These ‘whats’ 
r ‘hows’ are explained in detail in Table 2 . Specifically, two 
ariables associated with ‘whats’ and ‘hows’ are transformed 

n each step. The first variable is improvement requirement,
escribing which and to what extent ‘hows’ should be im- 
roved given the expected levels of ‘whats’. These improve- 
ent requirements of ‘hows’ at each step become the ex- 

ected levels of ‘whats’ at the next step, and are further 
ransformed to improvement requirements of ‘hows’ at the 
ame step. The other variable to be transformed is importance 
eight, evaluating the priorities of different resilience im- 
rovement efforts when simultaneously meeting all resilience 
riteria is unlikely, due to such reasons as limited resources.
mportance weights of resilience criteria are measured first 
nd further transformed to importance weights of ‘hows’ at 
ach step. 
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Table 2 – Definitions of ‘whats’ and ‘hows’ during the transformation processes in the proposed framework. 

‘Whats’/‘Hows’ Definition Example 

Resilience criterion Expected performance of resilient CISs in different 
aspects when responding to disturbances [13] 

Reduced failure consequence; reduced recovery time 

System property Technical parameters considered at the system level, 
which could directly affect the resilience criteria [79] 

Network connectivity of electric substations; ability 
of remote sensing and controlling 

Component characteristic Technical parameters considered at the component 
level, which determine the system properties [79] 

Number of links of one substation to others; 
location of sensors 

Implementation process Critical processes to implement the component 
characteristics [79] 

Flow distribution calculation; communication 
simulation 

Controlling factor Factors controlled at each implementation process [79] Transmission line capacity; sensing range 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To conduct the transformation processes, the proposed
framework first evaluates the relationships between ‘whats’
and ‘hows’ at each step (e.g., between resilience criteria and
system properties at the first step). The relationships hereby
refer to the effects of ‘hows’ on ‘whats’, where the values of
relationships denote the strength of such effects. Taking
‘whats’ as rows and ‘hows’ as columns, respectively, the val-
ues of relationships between them form an interrelationship
matrix, which is the core of a HoQ and the bridge to transform
the two variables, namely importance weights and improve-
ment requirements. 

The overall resilience level of CISs could be affected by all
stages of the CISs lifecycle [44] . For example, an effective way
to reduce the recovery time, is either to design components in
a way that they can be easily restored after they fail, or to pre-
pare and allocate sufficient restoration resources during op-
eration and maintenance. Therefore, during the transforma-
tion processes, the proposed framework considers different
stages of the CISs lifecycle simultaneously, compares alter-
native measures for improving CISs resilience, and identifies
the most effective and efficient measures to achieve expected
resilience goals. Specifically, at each transformation step, the
framework considers envisioned efforts to be made at all later
stages. For example, at the first transformation step focusing
on system planning, the system properties taken into con-
sideration include the connectivity of components concerned
at the planning stage, the ability of remote sensing and con-
trolling concerned at the operation stage, and the allocation
of restoration resources concerned at the maintenance stage.
Then the results of this transformation step would suggest
what measures should be taken and at what stages of CISs
lifecycle. 

At each transformation step, the framework also evalu-
ates the correlations between ‘hows’ to avoid conflicting ones
or enhance synergetic ones. For example, in electric power
system, adequate capacity redundancy of substations and
transmission lines and robust connections between substa-
tions are both needed to conduct electric flow redistribution
to meet unmet demand in case of partial grid breakdown.
Thus, there is synergy between the measures that improve ca-
pacity redundancy and connectivity of system components.
To the contrary, a conflicting instance could occur between
increasing connectivity and reducing independency, both of
which are measures to improve system resilience. Improving
the connections between CIS components may lead to addi-
tional interactions between the components and hence in-
crease their interdependencies. Due to these synergies and
conflicts, among all possible solutions, which prescribe cer-
tain measures that should be acted upon ‘hows’ in order to
achieve expected levels of ‘whats’, the proposed framework
only considers as feasible solutions the ones that promote
synergies and avoid conflicts. 

All feasible solutions are then evaluated and compared to
identify the optimal one. The criterion for the evaluation is the
implementation difficulty. The framework first evaluates the
difficulty of implementing each ‘how’, by considering various
relevant factors, such as costs, technical feasibility and public
policy. Then, the overall implementation difficulty of a solu-
tion is determined based on the implementation difficulty of
each ‘how’ and the improvement requirements of ‘hows’ in-
volved in the solution. The optimal solution, according to the
proposed framework, is the one with the lowest difficulty to
implement and desirable consistency between ‘hows’. Mean-
while, the improvement requirements of ‘hows’ in this solu-
tion become the expected levels of ‘whats’ at the next trans-
formation step and are further transformed to improvements
requirements of later ‘hows’. 

3.2. First house of quality for planning 

Based on the above general introduction of the proposed
framework, this subsection takes the first transformation step
as an example to further demonstrate the detailed elements
as well as possible approaches to fully implement the frame-
work. The first transformation step is completed in the first
HoQ, mainly focusing on the planning stage of CISs. It aims
to transform various resilience criteria into associated system
properties. The detailed elements included in the first HoQ are
shown in Fig. 2 . The process to implement these elements is
illustrated in Fig. 3 , and explained step-by-step as follows. All
other HoQs in the proposed QFD-based framework can be im-
plemented similarly. 

3.2.1. Identification of resilience criteria 
Resilience criteria, located at the second left column of the
HoQ in Fig. 2 , refer to the expected or desirable performance
of resilient CISs in different aspects when responding to dis-
turbances. Identification of the resilience criteria sets the tar-
gets for CISs resilience improvement. There are several ap-
proaches to conducting this task. Individual interviews and
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Fig. 2 – Detailed elements in the first HoQ of the proposed 

framework. 

Fig. 3 – General process to implement the first HoQ in the 
proposed framework. 
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ocus groups are usually applied to identify these resilience 
riteria from different stakeholders, such government agen- 
ies, CIS operators, and citizens. Alternatively, various criteria 
nd metrics have been developed in the literature to define 
r assess the resilience of CIS [13,80,81] . Hence, conducting a 
horough literature review is another approach to identifying 
esilience criteria. 

.2.2. Identification of system properties 
ystem properties, located at the top row of the HoQ in Fig. 2 ,
efer to those technical parameters that are considered at 
he system level and highly related to the resilience criteria.
xamples include system redundancy, adaptability, and re- 
ourcefulness. Identification of system properties determines 
hether all resilience criteria would be adequately trans- 

ormed and satisfied. Similar to the identification of resilience 
riteria, individual interviews and focus groups, and review of 
he existing literature are common approaches to compiling a 
ist of system properties. 
.2.3. Evaluation of the relationships between resilience crite- 
ia and system properties 
he relationships, located at the central body of the HoQ in 

ig. 2 , refer to the effects of system properties on resilience 
riteria, where the values denote the strength of such effects.
he relationships are the core of the transformation in HoQ,
s they build a connection between resilience criteria and 

ystem properties. Taking resilience criteria and system prop- 
rties as rows and columns, respectively, the relationships 
etween them form a matrix, and each element in the matrix 
enotes the value of relationship between the correspond- 

ng resilience criterion and system property. The values of 
elationships can be measured as an integer at a scale of 
–9, where 9 represents the extremely significant relation- 
hip [52,53,70] . There are several approaches to evaluating 
hese relationships. It is a common approach to conduct a 
ocus group of relevant stakeholders to evaluate the relation- 
hips [28,69] . Conducting a questionnaire survey is another 
xperience-based approach [53,71] . When rich data about CIS 
onstruction and operation are available, data mining can 

e an alternative approach to evaluating the relationships.
ometimes simulation is also used as an experiment-based 

pproach to measuring the relationships. 
It is noteworthy that the results of the previous two steps 

hould be revisited if the results of relationship evaluation 

eet the following situations. First, each resilience criterion 

hould have significant relationship with at least one system 

roperty. Otherwise, it would indicate that the identification of 
ystem properties is not thorough and needs to be revisited.
econd, when two columns in the relationship matrix appear 
o be highly similar, it would indicate that two system proper- 
ies have similar effects on the same set of resilience criteria,
nd these system properties should be revisited and possibly 
erged. Likewise, when two resilience criteria appear to be 

imilarly affected by the same set of system properties, they 
hould be revisited and possibly merged. 

.2.4. Evaluation of importance weights of resilience criteria 
mportance weights of resilience criteria, located at the first 
eft column of the HoQ in Fig. 2 , measure the priorities of re-
ilience criteria to be satisfied. For it is not always possible 
o satisfy all resilience criteria due to reasons such as lim- 
ted resources, it is important to support decision-making on 

he prioritization of resilience criteria to be satisfied. Evalua- 
ion of importance weights can be conducted based on focus 
roups or surveys. The importance weights should be normal- 
zed with a sum equal to 1 for convenience of comparison. 

.2.5. Transformation to importance weights of system prop- 
rties 
imilar with resilience criteria, importance weights of sys- 
em properties measure the priorities of system properties to 
e improved. However, unlike resilience criteria, importance 
eights of system properties are transformed from impor- 

ance weights of resilience criteria, based on the relation- 
hips between resilience criteria and system properties, as de- 
cribed in the following equation [52,53,70] : 

 w j = 

n ∑ 

i =1 

D w i A i j (1) 
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where Dw i and Pw j denote respectively the importance
weights of resilience criterion i and system property j, n
denotes the total number of resilience criteria, and A ij de-
notes the relationship between resilience criterion i and
system property j . The importance weights of system proper-
ties should also be normalized for convenience of comparison.
The above equation indicates that the system properties with
higher effects on resilience criteria should be assigned with
higher importance weights. 

3.2.6. Evaluation of expected levels of resilience criteria 
The expected levels of resilience criteria, located at the right
column of the HoQ in Fig. 2 , refer to the performance level, as-
sessed based on the resilience criteria, that stakeholders ex-
pect the CIS to satisfy. They can be derived mainly by com-
paring the disaster response performance of CISs in similar
cities or learning from local historical disasters. For example,
a city may want to reduce its recovery time to some extent if
recovery time has been a major problem in past disasters. 

3.2.7. Evaluation of correlations between system properties 
The correlations, located at the top triangle of the HoQ in Fig. 2 ,
refer to the synergies or conflicts between different system
properties. Evaluation of these correlations could help avoid
solutions that require simultaneous implementation of con-
flicting measures, and prioritize solutions that require simul-
taneous implementation of synergetic measures. The evalu-
ation of correlations can be carried out by conducting focus
groups or surveys. The results can be expressed as an integer
value at a scale of −2 to 2, where values −2 and −1 denote
strong and weak conflicts, respectively, values 2 and 1 denote
strong and weak synergies, respectively, and value 0 denotes
that no correlation exists [82] . 

3.2.8. Evaluation of implementation difficulty of system prop-
erties 
Implementation difficulty, located at the third bottom row of
the HoQ in Fig. 2 , refers to the difficulty to improve one system
property based on the assessment of all relevant factors, such
as cost and budget, available technologies, public and corpo-
rate policies, and so on. It sets the basis for identifying optimal
solutions. The evaluation of implementation difficulty can be
carried out by conducting focus groups or surveys. The results
can be expressed as an integer value at a scale of 1–5, where 5
denotes the highest difficulty. 

3.2.9. Transformation to improvement requirements of system
properties 
The improvement requirements of system properties, located
at the bottom row of the HoQ in Fig. 2 , refer to the extent to
which the system properties should be improved in order to
meet the expected levels of resilience criteria. Improvement
requirements are transformed from the expected levels of re-
silience criteria based on the relationships between resilience
criteria and system properties. It can be done by solving the
following optimization problem: 

min 
m ∑ 

j=1 

P r j I d j (2)
m ∑ 

j=1 

P r j A i j / 9 ≥ D e i (3)

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

1 
2 ≤

P r i 
P r j 

≤ 2 or P r i = P r j = 0 , if correlation 

(
P r i , P r j 

)
= 2 

P r i · P r j > 0 or P r i = P r j = 0 , if correlation 

(
P r i , P r j 

)
= 1 

P r i · P r j < 0 or P r i = P r j = 0 , if correlation 

(
P r i , P r j 

)
= −1 

− 1 
2 ≤

P r i 
P r j 

≤ −2 or P r i = P r j = 0 , if correlation 

(
P r i , P r j 

)
= −2 

(4)

where De i and Pr j denote, respectively, the expected levels of
resilience criterion i and the improvement requirements of
system property j, Id j denotes the implementation difficulty of
system property j, m denotes the number of system properties,
and A ij denotes the relationships between resilience criterion
i and system property j . Eq. (3) indicates the possible solu-
tions about improvement requirements of system properties
should meet the expected levels of resilience criteria based
on the relationships. Eq. (4) suggests how the correlations be-
tween system properties work. If there is a strongly positive
correlation between two system properties, the improvement
requirement of one system property should be at least half
of the improvement requirement of the other one. If there is
a weakly positive correlation between two system properties,
their improvement should be simultaneous but there is no
constraint on the values of their improvement requirements.
It is the same to the negative correlations. Eq. (4) helps se-
lect those possible solutions where synergetic system prop-
erties are improved simultaneously and conflicting ones are
avoided. Eq. (2) indicates that the optimal solution is a set
of improvement requirements of system properties with the
lowest implementation difficulty among possible ones. 

4. Case study 

To demonstrate the implementation of the proposed frame-
work, this paper takes the electric power system as a case.
The case study focuses on the first HoQ for the planning of
resilient electric power system. It intends to identify the ex-
pected resilience performance of the system and transform it
to system-level technical parameters at different stages of the
system lifecycle. 

We firstly conducted a thorough literature review to iden-
tify the resilience criteria and system properties for typical
electric power systems. Then, we designed a survey to eval-
uate various elements in the HoQ. Specifically, the survey in-
cluded six parts that were presented to survey respondents in
the following order: (1) questions that identify the effects of
system properties on resilience criteria; (2) questions that as-
sess the relative importance between different resilience cri-
teria; (3) questions that assess the implementation difficulty
of each system property; (4) questions that assess the sig-
nificance of effects of system properties on resilience crite-
ria; (5) questions that identify the correlations between differ-
ent system properties; and (6) questions that are related to
background information of the respondents, including gen-
der, age, job responsibility, work experience, and profession.
The design of these questions is explained in further detail
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n the following subsections. After the survey was initially de- 
igned, it went through four rounds of piloting and revision, by 
ncorporating inputs and feedback from three experts in 

tatistics, who commented on overall structure of the ques- 
ionnaire and design of specific questions, and two electric 
rid planning and operation professionals with over five years 
f work experience, who commented on the questions and op- 
ions, and grading scales. 

The survey was conducted between May 24 and June 14,
018. An electronic survey link was distributed to practition- 
rs working on planning of electric power system in several re- 
ions in China. A total of 48 responses were received, and after 
ltering incomplete responses or those from apparently unex- 
erienced professionals, a total of 41 valid responses were col- 

ected. A response number within the range of 30–50 was con- 
idered sufficient for paired samples t -tests [83] , which was 
pplied to analyze the responses in order to evaluate the re- 
ationships in the HoQ. The values of Cronbach α for the re- 
ponses in six parts of the survey were 0.922, 0.683, 0.763,
.965, 0.977 and 0.730 respectively, which indicated high statis- 
ical reliability. Among these 41 respondents, 31 of them were 

ale and 10 were female. More than 95% of them had at least 2 
ears of relevant work experience, and more than 75% of them 

ad at least 5 years of work experience. The majority of them 

over 85%) were planners or engineers. The respondents were 
ainly from four provinces in China, including Sichuan, Zhe- 

iang, Jiangsu and Beijing, where the electric power systems 
ll suffered from major disasters such as earthquakes and ex- 
reme weather events within the past ten years. 

Based on literature review, survey, and QFD transforma- 
ion operations, the HoQ was developed for the case study, as 
hown in Fig. 3 . The results are explained in detail in the re- 
ainder of this section. 

.1. Identification of resilience criteria and system 

roperties 

 review of existing literature on resilience criteria or metrics 
as conducted for the case study to identify resilience crite- 

ia. Keywords of ‘infrastructure’, ‘resilience’, and ‘criteria or 
etric or quantification’ were used to search publications in 

he core collection on Web of Science. The search returned 

 total of 34 publications. Each of these publications was 
arefully reviewed to determine whether it included any 
riginal propositions of resilience criteria. Based on this crite- 
ion, 14 publications were selected, from which six resilience 
riteria were initially identified. These criteria described the 
xpected performance of resilient CISs in different aspects 
hen responding to major hazards. However, there were 

verlaps between these criteria according to their definitions.
pecifically, ‘failure consequence’ and ‘recovery time’ can be 
ltogether represented by ‘total performance losses’. To avoid 

verlaps while capturing all major aspects of CISs resilience,
our resilience criteria were selected. These were ‘reduced 

isturbance propagation’, ‘reduced failure consequence’,
reduced recovery time’, and ‘reduced recovery cost’. The 
efinitions of these four resilience criteria are summarized 

elow, including citations to their sources: 
• Disturbance propagation [84] : the situation where the fail- 
ure of one component can result in failures of other com- 
ponents, such as fault-trips propagation in electric power 
and failure of water supply due to power outage. Distur- 
bance propagation measures the risk of cascading failures,
which is critical in the resilience assessment; 

• Failure consequence [13,85–88] : the decrease of flow or ser- 
vice of CISs, such as reductions in power supplies. Failure 
consequence measures the functionality losses of CISs in 

the aftermath of disturbances; 
• Recovery time [80,89–91] : the time taken from the begin- 

ning of disturbance to full recovery of system functional- 
ity. Since CISs are fundamental to the city functionality, the 
shorter recovery time is, the fewer losses the city endures; 

• Recovery cost [81,92,93] : the cost to restore components 
and recover system functionality. Recovery cost reflects the 
severity of damage and the difficulty of recovery. 

Similarly, the keywords of ‘infrastructure’, ‘resilience’, and 

planning or design’ were used to search in the core collection 

n Web of Science, which retuned a total of 64 publications.
ach of these publications was carefully reviewed to deter- 
ine whether it included any original propositions of system 

roperties related to resilience. Based on this criterion, 16 
ublications were selected, from which a total of 12 system 

roperties that had clear and direct effects on resilience cri- 
eria were initially identified. Overlaps between these system 

roperties were then assessed. For example, ‘adaptability’ 
nd ‘feedback correction’ both refer to the ability of a system 

o adjust its status in order to maintain normal functionality.
ased on their definitions, some system properties were 
xcluded if they had the same meanings as others or they 
ould be entirely determined by others. A total of eight system 

roperties were finally selected. These were ‘redundancy’,
diversity’, ‘connectivity’, ‘dispersity’, ‘independency’, ‘adapt- 
bility’, ‘repairability’, and ‘resourcefulness’. The definitions 
f these system properties are summarized below, including 
itations to their sources: 

• Redundancy [32,94–97] : the extra components or the ad- 
ditional capacity of a component compared to the nor- 
mal working level. If the system has high redundancy, the 
functionality of failure components can be easily replaced 

by others, which benefits to decreasing the functionality 
losses. For example, the power plant has the capacity to 
produce more power than normal level and the transmis- 
sion lines have standby ones. 

• Diversity [94–101] : the system has components working 
differently to protect itself against various types of distur- 
bances. For example, the electric power system has diverse 
power sources of fuel, nuclear, hydraulic or the transporta- 
tion system has various types of roads, trains, airlines. 

• Connectivity [14,94–101] : the components are well con- 
nected to each other, and can potentially support or sub- 
stitute each other in case of disturbances. 

• Dispersity [102] : the components are geographically dis- 
tributed dispersedly rather than centrally to avoid the fail- 
ure of all components when hazards attack on a spot. 

• Independency [33,34] : the components can maintain a 
minimum acceptable level of functioning when influenced 
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Fig. 4 – HoQ developed in the case study. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

by disturbance. It can greatly decrease the possibility of
disturbance propagation. For example, a backup power can
ensure the functionality of a water pump in case of a power
outage. 

• Adaptability [36,103,104] : the system can automatically ad-
just running status of components in order to meet as
much demand as possible. It can help decrease the func-
tionality losses. 

• Repairability [36,96,104] : physically failed components can
be easily restored. It can greatly shorten the recovery time
and reduce the recovery cost. 

• Resourcefulness [13,33,34] : the system has adequate main-
tenance resources and complete emergency plans. It is of
great importance to the post-hazard recovery and main-
taining the functionality. 

4.2. Relationship between resilience criteria and system 

properties 

The evaluation of relationships between resilience criteria
and system properties was conducted based on the survey re-
sponses. In the survey, respondents were firstly asked to as-
sess whether there exists an effect of each system property
on each resilience criterion. If the answer was yes, the respon-
dents would be asked two follow-up questions. They would
read descriptions of two different situations with the system
property being at high level and low level, respectively. They
would then be asked to assess the performance level based on
that resilience criterion under each situation. For example, if
the respondents indicated there was an effect between redun-
dancy and disturbance propagation, they would be asked to
assess the level of disturbance propagation, when the electric
power system had either high redundancy or low redundancy,
respectively. A paired t -test was applied to all responses, to de-
termine whether there was a significant difference between
paired answers under high and low levels of the system prop-
erty. If paired answers had statistically significant difference,
assessed at the 95% confidence level, it indicated that the cor-
responding system properties had significant effects on the
associated system criterion. The values of these significant
effects were then assessed, by calculating the mean differ-
ences between paired answers under high and low levels of
system properties in all responses. Next, all resulting values
of the relationships were scaled to 0–9 points using linear in-
terpolation, where the maximum and minimum values were
assigned as 9 points and 0 point, respectively. Points 1–3 de-
note slight relationships, 4–6 denote medium relationships,
and 7–9 denote high relationships. The final results are shown
in Fig. 4 , as the central matrix in the HoQ, whose rows are re-
silience criteria and columns are system properties. 

4.3. Importance weights of resilience criteria and system 

properties 

Based on the survey responses, the importance weights of re-
silience criteria in the case study were measured using the
Analytic Hierarchy Process (AHP) method [105] . In the survey,
respondents were asked to select a score at scale 1–5 to as-
sess the relative importance between every possible pairs of
resilience criteria (an example is shown in Fig. 5 ). The final
values of relative importance are determined by the geomet-
ric average of all responses [106] , which are presented in a
judgment matrix, as shown in Table 3 . Based on the judgment
matrix, the normalized importance weights of all resilience
criteria were derived, by calculating the eigenvector of maxi-
mum eigenvalue and normalizing it, according to the follow-
ing equations: 

( λmax E − R ) x = 0 (5)

x̄ = 

x ∑ n x i 
(6)
1 
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Fig. 5 – Example question in the survey to assess relative importance of resilience criteria. 

Table 3 – Judgment matrix in resilience criteria assessment. 

Disturbance propagation Failure consequence Recovery time Recovery cost 

Disturbance propagation 1.00 0.77 0.76 0.99 
Failure consequence 1.30 1.00 0.90 0.96 
Recovery time 1.31 1.11 1.00 1.06 
Recovery cost 1.01 1.04 0.94 1.00 

Fig. 6 – Importance weights of resilience criteria. 

Fig. 7 – Importance weights of system properties. 
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here λmax and x denote the maximum eigenvalue and its 
igenvector, E and R denote unit matrix and judgement ma- 
rix, x̄ denotes the normalized importance weights, and x i 
enotes the i th element of vector x . The results of normal- 

zed importance weights of resilience criteria are illustrated in 

ig. 6 as well as the left column in Fig. 4 . The consistency level
105] of the results was calculated to be 0.0028, which was be- 
ow a threshold of 0.09 (when four items were in comparison) 
105] , indicating that the results had high reliability. The re- 
ults showed that ‘recovery time’ was the most concerned in 

lectric power system, closely followed by the other three re- 
ilience criteria. 

Next, based on the above relationships between resilience 
riteria and system properties and importance weights of re- 
ilience criteria, the importance weights of system properties 
ere calculated according to Eq. (1) . The normalized impor- 

ance weights of system properties are shown in Fig. 7 . The re- 
ults showed that system properties differed notably in terms 
f their importance, where ‘resourcefulness’ and ‘repairabil- 

ty’ had high importance weights, ‘redundancy’, ‘indepen- 
ency’ and ‘adaptability’ had medium importance weights,
nd ‘dispersity’ and ‘diversity’ had low importance weights.

Connectivity’ had zero importance weight, since survey re- 
ponses indicated that it had no effect on any of the resilience 
riteria. 

.4. Correlations between system properties 

espondents were asked to select a score between −2 and 2 
o assess the correlation between all possible pairs of system 

roperties. The arithmetic average of all responses was cal- 
ulated for the correlation of each pair. The results all fell be- 
ween a range between 0 and 1. To distinguish the correlations,
heir values were re-scaled as 0, 1 or 2 according to the follow-
ng equation [107] : 

 o i j, new 

= 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

0 , i f 
C o i j, old −min ( C o i j, old ) 

max ( C o i j, old ) −min ( C o i j, old ) 
∈ 

[ 
0 , 1 

3 

)

1 , i f 
C o i j, old −min ( C o i j, old ) 

max ( C o i j, old ) −min ( C o i j, old ) 
∈ 

[ 
1 
3 , 

2 
3 

)

2 , i f 
C o i j, old −min ( C o i j, old ) 

max ( C o i j, old ) −min ( C o i j, old ) 
∈ 

[ 
2 
3 , 1 

)
(7) 

here Co ij, old and Co ij , new 

denote the values of the correla- 
ion between system properties i and j before and after the 
e-scaling, respectively. The final correlations between system 

roperties are shown in the top triangle in Fig. 3 . 

.5. Difficulty of improving system properties 

espondents were asked to select a score of 1–5 (1-extremely 
asy and 5-extremly difficult) to estimate the difficulty of im- 
roving each system property, based on their knowledge and 

xperience in the planning and operation of electric power in- 
rastructures. The arithmetic average of all responses was cal- 
ulated and used to assess the level of difficulty. The results 
re illustrated as the third row from the bottom in Fig. 4 . The
ifficulty values were all between 2 and 3 and close to each 

ther. Moreover, a t -test was conducted, at the confidence level 
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of 95%, for every possible pair of system properties to assess
whether there was significant difference between their dif-
ficulty values. The results showed that it was more difficult
to improve ‘redundancy’, ‘connectivity’, ‘repairability’ and ‘re-
sourcefulness’, while improving ‘dispersity’, ‘independency’
and ‘adaptability’ was relatively easier. 

4.6. Expected levels of resilience criteria and improvement
requirements of system properties 

Since the case study was not based on any electric power
system in a particular city or region, the expected levels of
resilience criteria were arbitrarily given for the purpose of
demonstrating the QFD transformation. Specifically, it was
assumed that the ‘disturbance propagation’ and ‘recovery
time’ were expected to be reduced by 50%, while other re-
silience criteria could remain at their current levels. Then,
based on Eqs. (2)–(4) , the improvement requirements of sys-
tem properties were calculated. The results, as illustrated
in the bottom row in Fig. 4 , showed that ‘resourcefulness’,
‘independency’ and ‘repairabilty’ needed to be improved in
order to meet the expected levels of disturbance propagation
and recovery time. Due to strongly positive correlations with
the above three system properties, an additional two system
properties, including ‘diversity’ and ‘connectivity’, would also
be significantly improved, although they had no direct effects
on disturbance propagation and recovery time. Other system
properties barely required any improvement. 

5. Discussions and conclusions 

This study proposed a QFD-based framework for improving
the resilience of CISs by identifying various resilience criteria
for CISs resilience and transforming these criteria into action-
able system requirements to be achieved at different stages of
the CISs lifecycle. The proposed QFD-based framework, specif-
ically the first HoQ in the framework, was demonstrated in a
case study. This section summarizes major findings and im-
plications of the case study, overviews the feasibility of the
proposed framework demonstrated in the case study, and dis-
cusses the limitations and future research. 

5.1. Findings and implications of the case study 

Several findings related to the relationships between re-
silience criteria and system properties were new and in-
teresting in the case study. At the system planning stages,
‘disturbance propagation’ and ‘failure consequence’ are more
affected by ‘resourcefulness’ than other system properties
such as ‘redundancy’, ‘diversity’, ‘dispersity’. The reason
could be that emergency resources can be used at the early
post-hazard stage for preventing disturbance propagation
and further failures, suggesting that efforts at operation and
restoration stages should be considered early on to reduce vul-
nerability of the CISs. Similarly, ‘repairability’, which is mainly
determined at the planning and design stages, has the highest
effects on the ‘recovery time’ and ‘recovery cost’. This implies
that in order to reduce ‘recovery time’ it is more efficient to
design the electric power components with high ‘repairability’
than to prepare emergency resources. Comparing the effects
of ‘repairability’ and ‘resourcefulness’ on resilience criteria,
it can be derived that the resilience criteria are affected by
system properties at different stages of the CISs lifecycle,
therefore they require comprehensive and systematic con-
sideration, which could be facilitated by using the proposed
framework. 

In addition, no significant effect of ‘connectivity’ on any re-
silience criterion was found in the case study. One possible
explanation could be that ‘connectivity’ was understood dif-
ferently among the respondents. Some respondent may have
based on their response on the notion that higher ‘connec-
tivity’ meant more spare connections between components,
which could improve the ‘redundancy’ of transmission lines
and hence mitigate possible failure consequence; others may
have thought that higher ‘connectivity’ could lead to more
interdependencies between components, which would then
aggravate possible failure consequence [43] . The respondents
may have reported conflicting effects of ‘connectivity’ due to
such different understandings, resulting in insignificant over-
all effect of ‘connectivity’ based on all responses. 

5.2. Feasibility of the proposed framework 

The case study, which focuses on the design and implemen-
tation of the first HoQ, has demonstrated in several aspects
the main features, functions and capabilities of the proposed
QFD-based framework, and the feasibility of implementing it
in practice. 

Firstly, the results of relationships evaluation indicated
that each resilience criterion could be affected by multiple
system properties at different stages of the CISs lifecycle. For
example, ‘failure consequence’ could be affected by ‘redun-
dancy’ at the planning and design stages, ‘adaptability’ at the
operation stage, and ‘resourcefulness’ at the restoration stage;
In order to reduce ‘disturbance propagation’ and ‘recovery
time’, measures could be taken to towards system properties
such as ‘diversity’ at the planning stage, ‘independency’ at the
operation stage and ‘resourcefulness’ at the restoration stage.
This highlights the importance of the capability of the pro-
posed framework in involving system properties at different
stages of the CISs lifecycle, and associating them with var-
ious resilience criteria, so that the enhancement of system
resilience can be achieved by coordinating various measures
that are to be implemented at different stages of the CISs life-
cycle. 

Secondly, the case study demonstrated that the capabil-
ity of the proposed framework to transform resilience crite-
ria of CISs into system properties. This is done by properly
prioritizing the measures, which in turn depends on proper
prioritization of resilience criteria. When applied to massive
new CIS projects, the framework can be used to identify mea-
sures that would act upon the most critical resilience criteria
prioritized by stakeholders; when applied to CISs expansion
projects, the framework can be used to identify measures that
would have the most effective resilience enhancement out-
comes given the conditions of existing CISs. 
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Thirdly, the case study demonstrated that trade-offs be- 
ween different system properties could be identified and 

pplied to support the assessment of competing resilience- 
nhancement solutions. For instance, in the case study,
educing ‘recovery time’ can be achieved by improving either 
repairability’ or ‘resourcefulness’. While ‘repairability’ has 

ore significant effect on ‘recovery time’ than ‘resourceful- 
ess’, its improvement requirement assessed by the proposed 

ramework is relatively lower, because improving ‘resource- 
ulness’ can also contribute to the reduction of ‘disturbance 
ropagation’ to its required level. By considering such trade- 
ffs between system properties, the proposed framework 
voids excessive concentration on one system property and 

chieves higher effectiveness and efficiency by diversifying 
he improvement efforts. 

Last but not the least, the case study also demonstrated 

hat the proposed framework could reveal and analyze the 
ynergies between system properties, and use them to sup- 
ort the transformation process. For instance, in the case 
tudy, since ‘independency’ and ‘resourcefulness’ are highly 
ynergetic, ‘independency’ could be improved simultaneously 
y measures that act upon ‘resourcefulness’. Due to such im- 
rovement of ‘independency’ and the relationship between 

independency’ and ‘recovery time’, it needs fewer efforts to 
mprove other system properties for satisfying the expect level 
f reduced ‘recovery time’. If such synergies are not taken 

nto consideration at the planning stage, improvement re- 
uirements of system properties such as ‘repairability’ would 

e overestimated, which would be wasteful and inefficient.
t needs to be noted that, with such synergies some sys- 
em properties having no direct effects on resilience criteria,
uch as ‘connectivity’, would also be improved by the recom- 
ended solution. There were no conflicting correlations be- 

ween system properties in the case study. According to Eq. (4) ,
f there existed such conflicts, they would also be taken into 

ccount to balance different improvement requirements of 
he system properties so as to work out an optimized solution.

.3. Limitations and future study 

his study bears several limitations that are noteworthy.
irstly, the relationships between resilience criteria and 

ystem properties could vary with disaster scenarios. For 
nstance, physical properties such as ‘redundancy’ may be 
rioritized in small-impact disturbances to prevent system 

ailures, while external efforts such as ‘resourcefulness’ may 
e more critical in large-impact disturbances when system 

ailures are inevitable. Secondly, certain types of correlations 
etween system properties may be unidirectional and hence 
ay require the top triangle in the HoQ to be redesigned to 

rocess such correlations. Moreover, there are interdepen- 
encies between different CISs. Resilience improvement of 
ne system may depend on efforts done to other systems,
herefore cross-system coordination should be considered.
he authors plan to further advance this line of research 

o address the above limitations in future research, and 

ontinuously improve the proposed framework to support re- 
ilience enhancement of interconnected CISs under different 
isturbance scenarios. 
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